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Abstract / 

A computer aided analysis system has been developed for measuring the pro- 

duct yield distribution from proton induced spallation reactions. This 

system is based on gamma-ray spectrometric identification of product radio- 

activities in the irradiated target materials lead and uranium. Gamma-ray 

spectra are collected as a function of time. All peaks and peak areas are 

identified and measured with the computer code AGAMEMNON. 

Decay curves for all gamma-rays observed in the measured spectra are con- 

structed and analyzed by the computer code YELLOW. The essential features 

of YELLOW are: any number of nuclides may be fitted to the experimental 

data, parent-daughter decays are included, the complete Erdmann-Soyka 

library is used, the program prepares a collection of plots containing all 

neccessary information to decide on the correctness of the program's 

assignment. 
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INTRODUCTION 

Development of a high flux neutron source utilizing the spallation reaction 

necessarily involves extensive study of residual activity produced in the 

target material. To accomodate this task, gamma-ray spectrometric methods 

have been developed to deduce mass yield distributions for proton-induced 

spallation at incident particle energies of 600 MeV and 1100 MeV. This 

nuclear reaction produces radioactive nuclides, most of them emitting y-rays, 

that cover almost the entire chart of the nuclides. 

y-ray spectrum for a lead-target. The complexity of 

seen. 

Figure 1 shows a typical 

this spectrum is easily 

SCHEME OF THE ANALYSIS 

The object of the analysis of these types of spectra is to translate the 

complicated gamma-ray spectra into a data set consisting of the partial 

cummulative and independent yield production cross sections. .From these 

data isobaric mass yield distributions can be deduced. 

In the development of a computer aided partially interactive analysis 

system, attention was payed to making all routine data handling and 

processing completely automatic and simple to use. This includes photo- 

peak search and analysis, preparation for decay halflife analysis and the 

halflife analysis itself. At all points sufficient output information is 

given to the user to be able to recognize readily any systematic errors 

that the previous automatic part of the analysis may have introduced. The 

user is able to make all corrections necessary and rerun that part. 

The flow diagram of the analysis is given in figure 2. The recorded 

spectral information on magnetic tape is translated and transferred to 

easily accessible disc data sets. At this point it is possible to 

for energy calibration drift, incorrectly recorded start and stop 

and other necessary information. 

screen 

times 

In the second step the peak find and peak fit procedure AGAMEMNON /I/ is run. 

The code outputs all information on a disc for the halflife analysis as 

well as a printer output of the fit obtained for each peak. The last step 

is the code YELLOW, which sorts the outputs of AGAMEMNON by energy and 

time, plots the calculated activity for each peak-energy as a function of 

time and identifies the reaction products based on their halflives and 

known gamma-ray transitions. Besides the activity-time plot the present 

system prints a list of all candidates which fit the experimental points 

best. The resulting decay curves of the best candidates are drawn in the 
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graph. If the decay is of parent-daughter nature, this is taken into con- 

siduation. Any number of overlapping nuclides may be taken into account, 

but at present we only use two for simplicity (for parent-daughter 

four). 

A substantial help in analyzing these plots is the cross reference 

other peak energies of a candidate. The list of candidate isotopes 

derived from the compilation of Erdtmann and Soyka /2/. 

All programs are written in Pi/l and are run on an IBM-370/168 TSS 

decay, 

to the 

is 

computer. 

This enables the user to work with the conversational or nonconversational 

mode. All plots may be displayed on a Tectronix- or HP-screen, but in our 

opinion, it is much more comfortable to prepare a collection of plots. 

This allows us toobservethe computer analysis and make necessary correc- 

tions or additional calculations if needed. 

TEE ANALYSIS PROGRAMS 

Peakfit: All peak area fitting is done with an automatically operating com- 

puter code AGAMEMNON /I/. This computer code takes the prepared spectral 

input from the disc and processes each spectrum individually to dete'rmine 

the energy that corresponds to the centroid as well as the area of all 

peaks above a controlable significance level. The code outputs this 

information on disc for the halflife analysis, and prepares a printer 

output of the fit obtained for each peak. 

AGAMEMNON offers a variety of options: internal or external lineshape cali- 

bration, only gaussion on a smoothly varying background or gaussian with 

exponential tail and optional step function under strong peaks. 

In this way the problem of high count rate distortions of the peak shape 

associated with a very radioactive target that is continuously decaying 

is attacked, Goodness-of-fit criteria are 2 and RMS for the fitted region 

and FOM for the peak and the background regions individually. 

The resolution of multiplets is performed by the peakfind algorithm which 

is by the method of convolution with a zero-area gaussian. The peakfind is 

applied to the original spectrum and (in cases where the goodness-of-fit 

criteria are not reached) with the updated peakshape parameters to the 

region under consideration and to the residual spectrum to decide if an 

additional peak has to be considered. 

All these features of the program make it possible to detect reliably and 

automatically over 100 photopeaks in a single 4K-spectrum, and to calculate 
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their associated decay rates in the target, 

Halflife analysis: It is a well-known fact that difficulties occur when one 

tries to fit experimental data with a sum of exponentials f(t) = i AieDAit, 
i=l 

especially if all the parameters are unknown. As shown by Lanczos /3/, the 

classical methods (least-squares,... ) generally fail to provide a meaningful 

solution. Even the Golub-Pereyra /4/ algorithm is inadequate. 

A method in which the analytical behaviour of the exponential functions 

is taken into account has been proposed by Gardner /5/. The method makes 

use of Fourier transform and decomposes so to say the experimental data in 

Fourier space into the leading components of the decay constants Xi. 

The success of Gardner analysis is strongly related to the success of the 

numerical Fourier transformation (the Fast Fourier Transformation) which 

calls for sufficient data points to integrate the fast oscillating func- 

tions with enough precision. From a practical point of view at least some 

hundred data points are necessary to fit the problem. Our experiments had 

some ten data points in time only, hower with additional spectral informa- 

tion. This is why we decided to use a more hand-taylored method consisting 

of sorting for peak-energy first and then computing decay-curves with 

the known halflifes of the candidates, thereby reducing the number of 

free parameters by a factor of two. 

The complete analysis is as follows: 

All outputs of the peakfit program AGAMEMNON for one foil are sorted into 

energy-groups with a maximum allowable width of 2 keV. To each group of 

spectral peaks possible candidates are assigned by comparing the peak 

energies with energies stated in the Erdtman-Soyka Compilation of gamma 

lines. At this point some criteria enter to reject assignments. These are: 

at least one out of the three most intense gamma-lines of the nurlide must 

be present in the spectra, the cut, what is meant by most intense, is set 

to 1% of absolute intensity, the halflife of the nuclide must be longer 

than, say, one half hour. In this way about half of the chart of nuclides 

is rejected. The information gained is stored in memory nuclide by nuclide 

with pointers serving as connectors between spectral-peaks and the nuclide 

entry in memory (just as a catalogue entry points to a special drawer). 

The advantage of this procedure is that all gamma lines of a nuclide are 

accessible to the program and the associated spectral peaks can be used 

for further analysis. 



- 347 - 

We are thinking about rejecting nuclides if the activities calculated from 

the individual peaks differ by a given value. But because of t1.a strong 

overlapping of peaks this criterion is very delicate. 

For the final halflife analysis the candida,tes for a given energy group are 

combined and the decay curve is fitted to the experimental lines with the 

now known halflives. At present we either use only one nuclide to fit the 

data points or a combination of any two. It is up to the user to decide of 

the number of nuclides to be combined. For simplicity and mainly by experi- 

ence we decided to use two at maximum, which is augmented to four if the 

decay of both nuclides is of parent daughter nature. 

The fitting procedure is a simple analytical ohne. For a decay curve of the 

type 

f(t) = 
E A; e-Ait 

i=l 

the minimization of x2 is performed 

x2 = 1 $ { Ri - i A; emhjti >* 
ii 

j=l 

where 

o* : 
i 

experimental variance of the measured activity 

Ri : measured activity at time t. 
1 

ti : time 

A; : 
.th 

initial activity of the J isotope 

x. : decay constant of the j 
th 

J 
isotope 

The minimization with respect to the parameters A; gives a set of n inde- 

pendent linear equations which are easily solved by a Gauss-Pivot 

algorithm /6/. 

The situation is not as simple for a parent-daughter decay because con- 

straints are imposed on the fit. 

For a parent-daughter decay of the type 

N1 
t1 N2 :* N3 
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one finds for the activity of the nuclide N2 

where A" 
1' A; 

are the activities at time t = 0 for the nuclides N 1' N2 
respectively. This may be written as 

Now C, and C, are not necessarily positive but only the time-zero activities 

I2 
A2(t) = - A; (e 

-A*t -X2t -X2t 

X2-hl 
-e )+A'e 

2 

A2(t) = Cl e 
-X,t 

+C e 
-A2t 

2 

A; and Ai are. Thus we have inequality constraints imposed on the parameters 

of the type 

0 

A1 x2 
= _!- cl(h2-XI) E hl(Cl,C2) ' 0 

A; = Cl + c2 - h2(C, ,C,> 20 

We now minimize x2 with respect to the parameters C 
I 
and C 

mum occurs at a point (Ci, 
2' 

If the mini- 

C;) which is in the interior of the feasible 

region, that is Ay,2 > 0, then the constraints are irrelevant and the fit is 

like an unconstrained one. If the minimum found is within the infeasible 

region or on the boundary, the procedure has to be repeated in a modified 

version. The modification is to change y,2 in such a way that it remains 

almost unchanged in the interior of the feasible region, but increases 

drastically as one approches the constraints. To accomplish this, we assign 

a function to each inequality constraint, which is nearly zero when the 

constraint function is strongly positive, but increases sharply as the 

constraint function aproaches zero from above. To the constraints above 

we assign the functions 

Bi(Cl,C2) E oi/hi(Cl,C2), i = 1,2 

Where ai are small positive constants. We now modify x2 by adding to it the 

functions assigned to the constraints: 

X2(C, ,C,> ’ x2(C, ‘C2) + ~Cci’hi(C1 ,C2) 
i 
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The numerical procedure to find the minimum in the feasible region is now 

as follows /6/: 

select the ai and a feasible initial guess of C., find 
1 

(C :, Ct) using 

the Marquard algorithm for minimzing the now unconstrained problem G2, 

reduce the values of the ~1, and repeat the minimization using the values 
I 

+ 
c1 ' 

CT as initial guesses. 

The process is continued until CT, Ct do not change significantly upon 

reducing the ai. Then we accept CT, C: as our best estimates of the para- 

meters. It has been proven by Fiacco and MC Cormick /7/ that under suitable 

conditions this type of procedure is convergent. 

Having performed all fits of the candidate nuclides to the experimental 

points, we are in the situation to select the best fits by their values 

<* 
2 less than 2.5 are presented be- of the reduced Fits with reduced 

sides the plot of experimental data, At least three of single-nuclide type 

and three of double-nuclide type are printed even if the reduced xf is 

greater than 2.5. The best fits are drawn in the plot for visual aid. 

OUTPUT INFOBMATION OF YELLOW 

The ourput of YELLOW contains all information necessary to identify the 

nuclides. Figure 3 presents an example of such an output. 

Besides the plot of the, calculated peak count rate versus time for the 

peak energy indicated in the right corner a list of data is printed in the 

left part. This list includes the identification of the sample ("51 Pb 2"), 

the tagward (5214), the time since end of bombardment for the midpoint 

of the counting interval in hours, the counting live time, the FOM value 

computed in AGAMEMNON, the error of the peak count rate and the peak count 

rate itself, the energy of the peak centroid, the full width at half 

maximum of the peak, the counting efficiency and the dead time correction. 

All of this information serves as control output. 

The next lines present estimated halflives and time-zero-activities 

assuming one or two nuclides fitting the experimental points. These numbers 

are not used by the program later. They only help the user orienting in 

the order of magnitude of halflives encountered. 

The next lines represent the essential output of YELLOW. This list of 

candidates is ordered by the candidates atomic numbers and masses. A hint 

is given to the user showing which candidates fit the experimental data 



- 350 - 

best. These are the entries El, E2, for single-nuclide fits and Zl, Z2,.... 

for double nuclide fits. 

Double nuclide fits and parent-daughter decays are indicated below the plot 

of experimental data. The name of the respective nuclide, its halflife, the 

time-zero-activities and the reduced x2 are given. The complete description 

of the nuclide is presented in the left part. This includes: the halflife, 

the time-zero-activity assuming one nuclide fitting the data, the mean 

difference between spectral peak energy and listed peak energy for all y- 

transmissions of the nuclide, the factor e 
-Xt 

, the ratio of the total line 

intensities of the nuclide found by the peak search to the one listed in 

the Erdtmann-Soyka-Compilation. 

The next entries give the spectral peak energies which are assigned to the 

lines of the nuclide listed. A zero in this column means that this line 

of the nuclide is missing in the spectra. The number is the number of the 

plot (the page-number) where the respective peak energy and the type of 

analysis described here can be found. The last column is the nuclides gamma- 

line intensity. All time-zero-activities have to be divided by this number 

to get the activity of the nuclide identified. 

In this way the user gets a complete set of information helping him to 

decide on the proper assignments of nuclides to each peak. 

CONCLUSION 

The analyzing scheme described here has been developed to translate the 

extremely complicated gamma-ray spectra resulting from gamma-ray spectrometry 

of irradiated foils into a data set of spallation and fission products pre- 

sent in these irradiated foils. The complexity of this task makes it im- 

possible to the experimenter to do so by hand. Only with the help of the 

programs described it was possible to extract information from the gamma 

spectra resulting from the many nuclides produced from spallation in lead. 



- 351 - 

REFERENCES 

/I/ W. Amian, "AGAMEMNON" - a Computer Code to Analyse Complex Gamma 

Ray Spectra" 

in preparation 

/2/ G. Erdtmann, W. Soyka, "The Gamma Rays of the Radionuclides", 

Verlag Chemie, Weinheim and New York 1979 

/3/ C. Lanczos, "Applied Analysis", Prentice Hall, New York 1961 

/4/ G.H. Golub, V.Pereyra, "The Differentiation of Pseudo-Inverses and 

Nonlinear Least Squares Problems whose Variables Separate", 

SIAM. J. Numer.Anal. 10(1973)413 

/5/ D.G. Gardner et al., 'Method for the Analysis of Multicomponent 

Exponential Decay Curves", Journal of Che.Phys. 31(1959)978 

/6/ The reader not familiar with Numerical Mathematics and Statistics is 

referred to standard textbooks, especially to 

Y. Bard, "Nonlinear Parameter Estimation", Academic Press, 

New York and London 1974 

/7/ A.V. Fiacco, 'Second Order Sufficient Conditions for Weak and Strict 

constrained Minima", SIAM J. Appl. Math. 16(1968)105 

A.V.Fiacco, G.P. MC Cormick, "Nonlinear Programming: 

Sequential Unconstrained Minimization Techniques". 

Wiley, New York 1968 



Fig. 1: Typical spectrum from Pb target 5 cm deep in the over-all target taken 

one houer after the proton irradiation (numbers on peaks are the energies) 
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*Fig. 2: Flow diagram of the analysis. Refer to text for further details 
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Fig. 3: Typical output information of YELLOW. Refer to text for further details 


